Age estimation using a hierarchical classifier based on global and local facial features
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1. Introduction

The human face contains a great deal of information related to personal characteristics, including identification, emotion, age, gender and race. This information has been used extensively in the face-based human–computer interaction (HCI) systems capable of interpreting the facial information found in human-to-human communication [1]. Currently, the research related on age estimation using face images is more important than ever, because it has many applications, such as an internet access control, underage cigarette-vending machine use [1,2], age-based retrieval of face images [2], age prediction systems for finding lost children and face recognition robust to age progression. In addition, the estimated age of consumers who look at billboards is used in age specific target advertising as consumer preferences differ greatly by age.

Age estimation systems are generally designed to use two steps: an age feature extraction and a feature classification. Feature extraction is very important in age estimation, since the extracted features greatly affect the classification performance. For this reason, a great deal of effort has been directed towards the extraction of discriminative aging features. These features can be categorized into local and global features, and hybrid features, which are a combination of the global and local features. Local features consist of the amount and depth of wrinkles, skin aging using freckles and age spots, hair color and the geometry of facial components. The local features have been commonly used to classify people into age groups (e.g. babies, young adults and senior adults) as they possess unique characteristics that distinguish...
specific age groups. For example, wrinkles are found in adulthood rather than in childhood, and geometric features, such as the distance ratios between features such as the eyes, the end of the nose, and the corners of the mouth, are noticeably changed in childhood rather than in adulthood. Consequently, these features are better suited to applications requiring an age group classification (e.g. the class of less than 20 years old, the class of 20–39 years old, etc.) rather than a detailed age estimation (e.g. 17, 23 years old, etc.). Conversely, unlike the local features, the global features are generally used to estimate a detailed age and contain not only aging characteristics, but other individual characteristics such as identity, expression, gender, ethnicity, among others. Therefore, individual characteristics are reflected better in global features than aging characteristics. For instance, active appearance models (AAM) [24] are mainly used to estimate an age as global features, because they offer greater amounts of information concerning the appearance and shape of a face than local features. However, AAM features do not include detailed wrinkle and skin informations, due to the dimensional reduction made by the principle component analysis (PCA). This defect in the global features can be resolved through combination with local features. In order to solve this problem, an age estimation method based on the hybrid features is proposed in [3], and the defects found in each feature can then be compensated for by combining the global and local features. Therefore, hybrid features are desirable for the accurate estimation of age.

When given a feature, feature classification steps are needed for age estimation. The feature classification can be divided into three approaches: the age group classification [6,16,17,23], the single-level age estimation [2,3,12,13,20] and the hierarchical age estimation [2,4,5]. Age group classification is an approach that roughly predicts an age group, whereas single-level and hierarchical age estimations are focused on detailed age prediction. The single-level age estimation is to find the age label in the total data set. On the other hand, the hierarchical age estimation is a coarse-to-fine method used to find the age label in a pre-classified group’s small data set. Of these methods, the hierarchical age estimation provides the most improved performance [2,4,5]. As facial aging is perceived differently in different age groups, age estimation in a specific age group provides a more accurate result. Moreover age estimation on a smaller age group simplifies the computational load [4].

As mentioned above, the hybrid features and the hierarchical classifier provide a good performance for the estimation of age. However, they have been studied independently: research of combining them has not been conducted in the previous works. In this paper, we propose a new age estimation method that combines the hybrid features and the hierarchical classifier in anticipation of the fact that age estimation performance can be enhanced by a combination of good performance methods. In addition, new extraction methods for local features and a hierarchical classifier are proposed to improve them. For hybrid features, the wrinkle and skin features are used as local features, and the AAM features are used as the global features. Because wrinkles appear as edge or high frequency components in the image, the wrinkle features have generally been extracted by texture edge analysis using a Sobel filter [6–8], a Hough transform [9] and an active contour [10]. However, the edge components in a face image not only include wrinkles, they also include noise, such as hair, shadows, or a mustache. In order to reduce the influence of this noise, the predominant orientation of a wrinkle can be used to extract the feature. In this paper, a set of Gabor filters capable of determining the orientation of a wrinkle is used for the wrinkle feature extraction. By designing a wrinkle specific Gabor filter, a noise robust wrinkle feature can be extracted. Generally, the skin features have been extracted by analyzing high frequency components in the texture. Unlike wrinkles, however, facial skin texture slightly and randomly changes with age. Consequently, we were able to extract the skin features using the local binary pattern (LBP) method, which can extract detailed features of the skin. By using the proposed methods, more effective and detailed local features are extracted, thereby ensuring a good performance in age estimation.

In addition, improved hierarchical classifiers are proposed for an accurate age estimation. Typically, the hierarchical classifiers composed of age group classifications and detailed age estimations have a problem, in that an error in the age group classification is propagated to the age estimation. For example, if an image of a 15 year old is misclassified to the 20–39 years old class during the age group classification step, it is quite possible that the resulting estimation error is greater in instances, where the hierarchical age estimation using an age group estimator with a hard boundary that does not include the overlapped class, compared to a single-level age estimation. Because the aging function made in a specific age group can reflect specific age characteristics better than whole age range characteristics, the classification error during the age group classification step will affect the specific age estimation step. To reduce such classification error, each age group classifier is designed to overlap, taking into consideration the false acceptance error (FAE) and the false rejection error (FRE) of each classifier. By compensating for possible classification errors in this way, the performance of age estimation is greatly improved.

The publicly available FG-Net aging database is commonly used in many previous works for age estimation in order to evaluate performance [1,3,11–14,21]. However, it has many variations in expression, light, image resolution and noise caused by scanning. In addition, because it does not possess uniform age distribution, it becomes difficult to fairly analyze the performance of age estimation. In order to solve these problems, a new BERC database was collected for this research, in which the facial images have no variations in light, background, resolution, or expression. And, the number of images is uniformly distributed by age and gender. In this paper, age estimation performance is evaluated using our BERC database, the publically available PAL and the FG-Net aging database. Experimental results showed that the performance of the proposed method on all three databases was superior to the previous methods.

The remainder of the paper is organized as follows: in Section 2, we introduce an overview of the related works based on feature extraction and feature classification for age estimation. In Section 3, we explain the proposed methods for wrinkle and skin feature extraction, as well hierarchical age classifier design. In Section 4, the experimental results are reported and analyzed. Finally, in Section 5, our conclusions and future works are outlined.

2. Related works

There has been a great number of researches about how to accurately estimate ages from facial images. These age estimation methods were classified based on feature extraction and feature classification. In this section, previous works are described from these points of view.

2.1. Feature extraction

The facial features used in the previous works are divided into three categories: local features, global features and hybrid features. The local features such as wrinkles, skin, hair and geometric features have been commonly used to classify the age groups in many earlier studies. Kwon and Lobo [10] classified facial images into three age groups: babies, young adults and senior adults using the distance ratio of facial components and the wrinkle features.
They extracted the distance ratios based on the anthropometry of the face [15] as geometric features, which were then used to distinguish babies from adults. Wrinkle features were extracted by snakelets in the predesignated facial regions, and were then used to classify young and senior adults. Horng et al. [6] used wrinkle and geometric features to classify four age groups, using the Sobel filter to judge the degree of wrinkles. To determine the wrinkle features, the density and depth of the wrinkle and the average variance of the skin were extracted, using the Sobel edge magnitude. Hayashi et al. [9] used the Digital Template Hough Transform (DTHT) to extract the wrinkle features. After the skin regions were extracted by skin color, the wrinkles were modeled using the DTHT. Takimoto et al. [7] used both the Sobel filter and the Gabor jet in order to distinguish a deep wrinkle from a fine wrinkle. The skin features were extracted with a difference image between the original image and an averaged image. They also used skin color features in the HSV color space. Jun-Da Xia and Chung-Lin Huang [8] proposed an age classification method using wrinkle features extracted by the Sobel filter along with the hair color features. The regions for feature extraction were selected based on facial landmarks detected by the AAM. In these previous methods, local features were used mostly for age group classification, because local features indicate characteristics of an age group rather than a specific age.

The global features that represent overall facial characteristics have been largely used to estimate detailed age. Methods used to determine global features are Active Appearance Models (AAM), Gabor wavelet transform (GWT) [16,17], subspace features using the image intensity [13,18], and image frequency [19]. In the literature reviewed for this paper, many previous works to determine facial features based on the AAM model have been proposed [1,2,11,12,20]. The AAM is a well-known method that represents faces with statistical appearance and shape models using PCA. The first age estimation algorithm using AAM features and regression methods was proposed by Lanitis et al. [20]. In their work, the relationship between age and features was defined as quadratic aging functions, and the facial age was then estimated using aging features. After that, Lanitis et al. [2] used the AAM features to compare different classifiers for age estimation. Geng et al. [11] proposed the aging pattern subspace (AGES) method, using the subspace representation of a sequence of individual aging face images. In their work, an AAM was also used as a feature extractor. Yan et al. [12] designed a regressor based on training samples with uncertain nonnegative labels using AAM features. Though the AAM has been frequently used in the previous works, its features do not include information about wrinkles and skin, because of the dimensional reduction done by the PCA.

In order to solve this problem with the AAM features, hybrid features, which are a combination of global and local features, were proposed by Suo et al. [3] who designed sparse features consisting of the AAM, wrinkles, skin, hair and the configuration of the facial components features using the hierarchical face model. In each component, four types of features were extracted: topology, geometry, photometry and configuration features. However, elaborate work is required in order to extract the features in [3]. For example, the geometric features of wrinkles were described by a set of landmarks. However, extracting the landmarks of the wrinkles is more unstable than analyzing their texture. The landmarks of the wrinkles represent the positions on the wrinkle edges, and because facial wrinkles are composed of both fine and deep wrinkles, they are not always clearly portrayed in facial images. Furthermore, in order to detect the positions on the wrinkle edges, robust operations of edge representation and edge line tracing are required. Consequently, extracting the landmarks of wrinkles becomes a very challenging problem, and a texture analysis of the wrinkle area is a more stable method of analyzing various wrinkles. In addition, hair features were extracted using a graph cut and generative hair model [21]. However, the problems associated with this approach when used for actual age estimation system remained unsolved, due to the inherent difficulties associated with hair modeling [22]. In spite of having used this complicated method, the performance of the age estimation was not improved compared to other research conducted using only the AAM features [12–14].

In order to improve performance, we propose a new extraction method for wrinkle and skin features. The wrinkle features are effectively extracted by a Gabor filter set based on the direction of wrinkles on the face. The skin features are extracted by an LBP for the skin aging analysis. The pros and cons of both the previous methods and the proposed method based on the facial features are summarized in Table 1.

Table 1
Comparisons between the previous works and the proposed method for feature extraction.

<table>
<thead>
<tr>
<th>Category</th>
<th>Methods</th>
<th>Strength</th>
<th>Weakness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local features</td>
<td>Wrinkle, skin, geometric features and hair [6–10]</td>
<td>● Ability to extract aging features without an influence of personal characteristics</td>
<td>● Better suited to age group classification than detailed age estimation</td>
</tr>
<tr>
<td>Global features</td>
<td>AAM [1,2,11,12,20], GWT [16,17], image intensity [13,18], image frequency [19]</td>
<td>● Provides sufficient information for detailed age estimation compared to local features</td>
<td>● Does not include enough information on wrinkles and skin aging</td>
</tr>
</tbody>
</table>
| Hybrid features (global+local features) | Sparse features [3,21]                                                                     | ● Combining global and local features to solve the problem of global features | ● The extraction of local features is unstable (e.g. hair line, wrinkle line)  
● The performance of age estimation is not improved  
● The performance is dependent on AAM fitting result |

Proposed method

● Extracting wrinkle and skin features considering each biological trait

1) Wrinkle: Gabor filter set considering regional direction of wrinkles
2) Skin: local binary pattern method

● Improvement of age estimation performance of local features

1) Wrinkle feature: robust to noise such as hair, shadows and mustache
2) Skin: microstructural analysis of skin

● The performance is dependent on AAM fitting result
2.2. Feature classification

From the point of view of feature classification, the previous methods are divided into three categories: age group classification, single-level age estimation and hierarchical age estimation. The age group classification is used to classify multiple age groups. In order to determine the classifier, SVM [16], LDA [17], distance measure [23] and neural networks [6] have been used in the previous works. To estimate the detailed age, single-level or hierarchical age estimation was used. Numerous learning methods, such as quadratic regression [20], SVR [13], MLP [2,3], or RUN [12] were used for single-level age estimation. Although the single-level age estimation has the virtue of simplicity. However, because the aging features can differ depending on age group, the single-level age classifier has been trained in all age groups and has limits in estimating an accurate age. Therefore, the hierarchical classifier trained in a small age group will provide a better performance [2,4,5]. Lanitis et al. [2] demonstrated that the hierarchical classifiers performed better than the single-level classifier through experimental results gained using hierarchical classifiers based on appearance or age or both. It was found that the appearance and age specific (AAS) method performed the best. Guo et al. [4] proposed a hierarchical age estimation method based on smaller gender and age groups rather than on all ages. Luu et al. [5] proposed hierarchical age estimation based on a support vector machine (SVM) for age group estimation and support vector regression (SVR) for specific age estimation.

Taking this into consideration, it is known that hierarchical classifiers provide better performance than single-level classifiers in terms of age estimation, as seen in the previous works. However, the hierarchical classifiers using age group estimator with a hard boundary that does not include overlapping has a problem in that errors occurring in the age group classification step are propagated into the sub-class estimation step (i.e. the specific age estimation step). In other words, if an input face image is misclassified during the age group classification, it is quite possible that the age estimation errors will increase. To reduce such classification errors, each age group classifier is designed to have an overlapping estimated age range, which considers the false acceptance error (FAE) and false rejection error (FRE) of each classifier. By compensating for classification errors using overlapping classes, the total age estimation performance is improved. The pros and cons of both the previous methods and the proposed method based on the age estimation methods are summarized in Table 2.

3. Proposed method for age estimation

3.1. Overview of the proposed method

The proposed age estimation method consists of a global feature extraction, a local feature extraction, a feature fusion and a hierarchical age estimation, including an age group classification and a specific age estimation as shown in Fig. 1. In the global feature extraction step, the appearance and shape parameters of the AAM are extracted as global features. In the local feature extraction step, the wrinkle and skin features are extracted by our proposed methods. In the feature fusion step, the global and local features are combined into a feature vector by performing a feature level fusion. In the age group estimation step, the input face images are classified into different age groups. Finally, the detailed age is estimated within the selected age group in the specific age estimation step. A detailed description of each step is given in the following subsections.

3.2. Active appearance models (AAM)

The active appearance model (AAM) is used to estimate age as facial global features in this paper. The AAM is a generative parametric model that contains both the shape and appearance of a human face, which it models using the principal component analysis (PCA), and is able to generate various instances using only a small number of parameters [24]. Therefore, an AAM has been widely used for face modeling and facial feature point extraction.

In order to construct the shape model, r points were selected in the facial images to compose a facial shape \( s = (x_1, y_1, x_2, y_2, \ldots, x_n, y_n) \). For the test data, the 68 landmark points on each face image were utilized in this paper, as shown in Fig. 2, therefore \( v = 68 \). The 68 landmarks can be manually obtained by human or automatically obtained by an AAM fitting. In order to concentrate on problems of extracting facial features and age estimation without the effects of an AAM fitting error, manually obtained points were used from Sections 4.3.1 to 4.3.3. Also, in order to compare performance using manually and automatically obtained facial points, automatically obtained points by an AAM fitting were used in Section 4.3.4. The facial shape \( s \) is expressed by the linear combination of the mean shape \( s_0 \) and the \( n \)

**Table 2**

Comparison between the previous works and the proposed method for feature classification.

<table>
<thead>
<tr>
<th>Category</th>
<th>Methods</th>
<th>Strength</th>
<th>Weakness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group classification</td>
<td>SVM [16], Neural network [7,6] Fuzzy LDA [17]</td>
<td>Suitable for classification into coarse age group</td>
<td>Unsuitable to estimate detailed age</td>
</tr>
<tr>
<td>Single-level age estimation</td>
<td>Quadratic regression [20], SVR [13], MLP [2,3], RUN [12]</td>
<td>Ability to estimate age, simply using a single estimator</td>
<td>Does not consider the differences of age feature values according to age groups</td>
</tr>
<tr>
<td>Hierarchical age estimation</td>
<td>Hierarchical age estimation [2,4,5]</td>
<td>The performance is improved by considering the differences of age feature values according to age groups</td>
<td>The errors in the age group estimation step are propagated to the specific age estimation step when using an age group estimator with a hard boundary not including overlapped class</td>
</tr>
</tbody>
</table>

**Proposed method**

- Hierarchical age estimation based on SVM and SVR
- In age classification step using SVM, each class is designed to have an overlapped age range to be estimated
- The errors of age group classification are reduced by using the overlapped age range of two classifiers
- Although the errors in the age group estimation are smaller than those in the hierarchical age estimation, the errors can be propagated to the specific age estimation step
shape vectors $s_i$ for $i = 1, \ldots, n$

$$s = s_0 + \sum_{i=1}^{n} p_i s_i$$  \hspace{1cm} (1)

where $p_i$ for $i = 1, \ldots, n$ are the shape parameters. In order to obtain the appearance model, the shape of an image is normalized by warping it to the mean shape $s_0$. The facial appearance, $A(x)$ is expressed by a linear combination of the mean appearance $A_0$ and the $m$ appearance images $A_i(x)$

$$A(x) = A_0 + \sum_{i=1}^{m} \lambda_i A_i(x) \hspace{1cm} \forall x \in s_0$$  \hspace{1cm} (2)

where $\lambda_i$ is the appearance parameter [25]. The shape parameter $P_i$ and the appearance parameter $\lambda_i$ are utilized as facial global features for age estimation. The dimension of each parameter is decided in order to preserve approximately 95% of the variability in the training set [11].

When no unlabeled face image is provided, the AAM fitting process needs to automatically match the model to the new image data. The AAM fitting methods aim to find the shape and appearance parameters that minimize errors between the reconstructed image and the warped original input image. The objective function for an AAM fitting is as follows:

$$\sum_{x \in s_0} \left[ A_0(x) + \sum_{i=1}^{m} \lambda_i A_i(x) - w \left( W(x; p) \right) \right]^2$$  \hspace{1cm} (3)

where $W$ is the warping function needed to change the image position from position $x$ in the input image to mean shape $s_0$ and $w \left( W(x; p) \right)$ is the intensity of the warped original input image. To minimize Eq. (3) simultaneously with respect to the shape parameter $p$ and the appearance parameter $\lambda$, the gradient descent algorithm is used. A detailed description can be found in [25].

Because the AAM is designed for face modeling, individual characteristics such as the variation of identity are reflected stronger than the aging characteristics in the AAM features. In addition, some crucial aging features such as wrinkles and skin textures are removed from the AAM features in the dimension reduction process performed by the PCA. This problem is shown by the simple experiments shown in Figs. 3 and 4. Fig. 3 shows the comparison of the original image (O) and the reconstructed image by the AAM appearance parameter (R). The original image (O) is normalized by warping it to the mean shape of the training data, and the difference image (R-O) is defined by the absolute difference between the reconstructed image (R) and the original image (O). As shown in Fig. 3, the reconstructed image does not sufficiently express the facial aging features such as wrinkles or skin. For example, the wrinkles around the eyes and mouth are not represented in the reconstructed image, as shown in the dashed circles of Fig. 3(b), and the total pixel errors between the reconstructed and the original images increase with age, as shown in Fig. 4. Based on Figs. 3 and 4, it can be seen that facial aging is not sufficiently represented by the appearance parameter of the AAM, so additional local features for age estimation are needed.

Fig. 1. Flow chart of the proposed age estimation method.

Fig. 2. The 68 facial feature points.
3.3. Wrinkle feature extraction

The facial wrinkles provide extremely important information regarding the estimation of age, and so have been given a great deal of consideration by researchers [6–10]. We propose a new method to extract wrinkle features based on the biological characteristics of the wrinkles. Many studies have been conducted on facial wrinkles in cosmetic surgery and biology [26–28]. Facial wrinkles are created by repeated facial muscular movements and expressions, and are therefore formed perpendicularly to the direction of the underlying facial muscles. For instance, forehead wrinkles have a horizontal direction, and nasolabial folds (e.g. wrinkles on each side of the nose) are in a diagonal line. The various types of facial wrinkles are shown in Fig. 5 [27]. Consequently, facial wrinkles have unique characteristics depending upon the direction of the muscles, the frequency of use and the effect of gravity. These characteristics of facial wrinkles can be used to extract wrinkle features for age estimation.

In order to analyze facial wrinkles possessing directional characteristics, a Gabor filter with different parameters according to the direction and frequency of the selected facial area was used. By using the Gabor filter utilizing the dominant direction of the wrinkles, regional wrinkle features are extracted effectively. The facial wrinkles, which have diverse attributes, such as deep and fine wrinkles, are extracted by the Gabor filter using various frequencies.

The Gabor filter is commonly used for texture classification and segmentation, image recognition, registration, and motion tracking [29]. The two dimensional Gabor filter in the spatial domain is defined by

$$g(x, y) = \frac{1}{2\pi \sigma_x \sigma_y} \exp \left[ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) + 2\pi jWx \right]$$

Fig. 3. Comparison of the original image and the reconstructed image from the appearance parameter of the AAM. (a) 18 years old and (b) 79 years old.

Fig. 4. Reconstruction error from the appearance parameter of the AAM according to age.

Fig. 5. Types of facial wrinkles [27]: (a) wrinkle position and (b) wrinkle name.
where $\sigma_x$ and $\sigma_y$ are the standard deviations of the $x$- and $y$-axes, respectively, and $W$ is the radial frequency of the sinusoid. The Fourier transform of the Gabor function found in Eq. (4) is expressed by

$$ G(u, v) = \exp \left[ -\frac{1}{2} \left( \frac{(u-W)^2}{\sigma_u^2} + \frac{v^2}{\sigma_v^2} \right) \right] $$

(5)

where $\sigma_x = 1/2\pi \sigma_u$, $\sigma_y = 1/2\pi \sigma_v$.

To make the Gabor wavelet, $g(x, y)$ of Eq. (4) is regarded as the mother Gabor wavelet. The Gabor wavelet is made by the dilations and rotations of $g(x, y)$ and is expressed by

$$ g_s(x, y) = g(a^{-m}(\tilde{x}, \tilde{y})) $$

(6)

where $\tilde{x} = x \cos \theta + y \sin \theta$

$$ \tilde{y} = -x \sin \theta + y \cos \theta $$

where $\theta$ is the filter orientation expressed by $\theta = n\pi/K$, $K$ is the number of the filter’s orientation, $a^{-m}$ is the filter scale, $m = 0, \ldots, S$, $S$ is the number of scales. To prevent redundancy in the frequency domain, the Gabor wavelet is designed by

$$ a = \left( \frac{U_l}{U_h} \right)^{1/(S-1)} $$

$$ \sigma_u = \frac{(a-1)U_h}{(a+1)\sqrt{2\ln 2}} $$

$$ \sigma_v = \tan \left( \frac{\pi}{2K} \right) \left[ U_h - 2\ln \left( \frac{U_l}{U_h} \right) \right] \left[ 2\ln 2 - \frac{2(\ln 2)^2 \sigma_u^2}{U_h^2} \right]^{-1/2} $$

where $U_l$ and $U_h$ denote the lower and upper average frequencies, respectively, and $W = U_h$. For more detail refer to [29,30]. Fig. 6 shows the 24 Gabor filters that have the orientation number of $K=6$, the scale number of $S=4$, the lower average frequency of $U_l=0.05$ and the upper average frequency of $U_h=0.4$ with considering references [29,30].

To extract the wrinkle features, we set the wrinkle analysis areas in the facial images by referring to the types of wrinkles found in Fig. 5. The wrinkle analysis areas are selected based on the 68 facial feature points seen in Fig. 2. For rotation-invariant processing, rotation of all images is normalized using two eye points before selecting the wrinkle analysis areas as shown in Fig. 7. Based on the facial feature points, nine wrinkle areas are selected, as shown in Fig. 8. In each wrinkle area, the predominant orientation of wrinkles can be estimated, and the Gabor filter sets in each wrinkle area are selected using the predominant orientation of the wrinkles. For example, diagonal and vertical filters are assigned to part 4 of Fig. 8 containing the nasolabial folds, as shown in Fig. 9(d). All filters are allocated for parts 5 and 6 of Fig. 8, because the sides of the eyes having wrinkles going in all directions, as shown in Fig. 9(e). Fig. 9 shows the allocated filter set for each wrinkle area. To determine the wrinkle features, we use the mean and variance of the magnitude response of the Gabor filter in each wrinkle area, because the mean and the variance of the magnitude represent both the strength and quantity of wrinkles.

### 3.4. Skin feature extraction

As a person is getting older, facial blemishes such as freckles, lentigines (age spots) and fine wrinkles increase on the skin. Inside aging skin, melanocytes, which are melanin-producing cells in the bottom layer of the skin’s epidermis, are damaged by exposure to...
ultra violet rays from the sun. This damage to the melanocytes results in the overproduction of melanin in the skin, resulting in freckles and lentigines. In addition, the collagen that plays a role in reflecting light decreases and is distributed non-uniformly. Therefore, the overall tone of the facial skin becomes non-uniform [28]. Thus, the aging of facial skin is mainly affected by sunlight exposure. For instance, facial parts affected by a lot of sunlight exposure are the upper cheek, the bridge of the nose, etc. Consequently, we selected parts of the upper cheek and the bridge of the nose to analyze facial skin, as shown in Fig. 10. These skin areas were selected based on the 68 facial feature points seen in Fig. 2. Unlike wrinkles, skin aging appears randomly and non-uniformly for each facial part. In addition, aging skin has slight variations.

Therefore, a method capable of analyzing very fine details of skin texture is required. In this paper, the skin features are extracted using the LBP method, which detects microstructures such as edges, lines, spots and flat areas [31,34]. In addition, the LBP has the advantage of computational simplicity.

The LBP operator is used for texture classification, segmentation, face detection, face recognition, gender and age classification [23]. The basic concept of the LBP is to assign a code to each pixel comparing it to its neighboring pixels. The creation of the LBP code is expressed by

\[
\text{LBP}_{p,r} = \sum_{p=0}^{P-1} s(g_p - g_c)2^p, \quad \text{where} \quad s(x) = \begin{cases} 1, & x \geq 0 \\ 0, & x < 0 \end{cases}
\]

where \(P\) is the number of neighboring pixels, \(R\) is the distance from the center to the neighboring pixels, as shown in Fig. 11(b). \(g_c\) corresponds to the gray value of the center pixel, \(g_p(p = 1, \ldots, P - 1)\) corresponds to the gray values of the \(p\) equally spaced pixels on the circle of radius \(R(R > 0)\) that forms a circularly symmetric neighbor set, and \(s\) is the threshold function of \(x\). The LBP example is shown in Fig. 11(a). The gray value of center pixel \((g_c)\) of the sub-window is assigned an LBP code using Eq. (8). The process for an LBP code generation, for the first sub-window in Fig. 11(a), is as follows:

\[
\text{LBP}_{p,r} = \sum_{p=0}^{P-1} s(g_p - g_c)2^p = s(g_0 - g_c)2^0 + s(g_1 - g_c)2^1 + s(g_2 - g_c)2^2 + s(g_3 - g_c)2^3 + s(g_4 - g_c)2^4 + s(g_5 - g_c)2^5 + s(g_6 - g_c)2^6 + s(g_7 - g_c)2^7
\]

\[
= 1 \times 2^0 + 1 \times 2^1 + 0 \times 2^2 + 0 \times 2^3 + 0 \times 2^4 + 1 \times 2^5 + 1 \times 2^6 + 1 \times 2^7
\]

\[
= 1 + 32 + 64 + 128 = 225
\]
All of the pixels in the texture are assigned to the LBP code in this way, and the pixel position according to the $P$ and $R$ value is described in Fig. 11(b). The multi-resolution texture analysis is applied using the various $P$ and $R$ values.

In order to extract features robust to rotation, the rotation invariant code of the LBP is generated by circularly rotating the original code until its minimum value is reached [32]. A simple example of the rotation invariant is shown in Fig. 12 [33].

The LBP codes were divided into uniform and non-uniform patterns, as was done in [31]. A uniform pattern is defined as one that includes at most two bitwise transitions from 0 to 1 (or 1–0). For example, 00000000, 00011000 and 11101111 are uniform patterns. On the other hand, 01010000, 11001100 and 01010101 are non-uniform patterns. The uniform patterns operate as a template for microstructures such as a bright spot, a flat area or a dark spot and the edges of the varying positive and negative curvatures, as shown in Fig. 14 [31]. However, the non-uniform patterns do not have enough information to describe a texture as the number of non-uniform patterns in a texture is relatively small. Consequently, all non-uniform patterns are assigned arbitrarily to the same code, which is not included in the uniform pattern codes. For instance, the rotation invariant uniform patterns are assigned to codes 0–8 and non-uniform patterns are assigned to code 9, which is not included in the uniform pattern code, when $P=8$ and $R=1$. Some example patterns and codes meeting the requirements of the rotation invariant and uniform patterns when $P=8$ and $R=1$ are shown in Fig. 13. This results in the texture features of the LBP being composed of 10 codes, the uniform pattern codes from 0 to 8 and the non-uniform code 9. The characteristics of the texture, which are represented by LBP codes when $P=8$ and $R=1$, are described in Fig. 14. For instance, code 0 represents a spot and code 4 represents an edge in the textures [32]. The final feature of the skin texture is a histogram of the LBP codes accumulated over the texture. To reduce the effect of the difference in an image size, the histogram is normalized by an image size. Because the histogram of the LBP codes contains detailed information of the texture, such as edges, lines and flat areas, it is suitable for analysis of the skin features.

In this paper, the LBP is used to extract the skin features for age estimation. Fig. 15 shows a comparison of the skin features of an adult and a child. As people get older, freckles, lentigines and fine wrinkles increase on the skin, as shown in Fig. 15(a) and (b). The normalized histogram of the LBP codes of the skin texture of a 10 and a 76 years old when $P=8$ and $R=1$ is shown in Fig. 11(b). Compared to the skin of the younger subject, the aged skin has more 2, 3 (corner), 4 (edge) and 5 codes. On the other hand, the younger skin has more 1, 7, 8 (spot/flat) and 9 (non-uniform pattern) codes. Fig. 15(d) and (e) shows the tendency of the normalized histogram of codes 4 and 8 in the BERC database. Code 4, which represents edges, tends to increase with age as shown in Fig. 15(d). On the other hand, code 8, which represents spots or flat areas, tends to decrease with age as shown in Fig. 15(e). This is explained by the fact that aging skin texture has many edge and corner components. On the contrary, young skin has more flat and non-uniform pattern components than an aging skin. Thus, the LBP histogram reflects the characteristics of skin aging and can be used for the skin features.

![Fig. 11. An example of the LBP and the position of the neighboring pixels according to the $P$ and $R$: (a) an example of the LBP and (b) positions of the neighboring pixels according to the $P$ and $R$.](image1)

![Fig. 12. An example of the rotation invariant code.](image2)
3.5. Feature fusion method

To combine multiple features, a feature level, a score level, or a decision level fusion is used in biometrics [35]. The feature set, which is made by the feature level fusion, contains richer information about the raw data [46]. Also, the feature level fusion is able to eliminate the redundant information resulting from the correlation of fused features [45]. Therefore, we adopt the feature level fusion to combine global and local features. Our feature level fusion is summarized in Fig. 16. Given a face image, the appearance \( A \), which is denoted by \( f_1 = [a_1, \ldots, a_k] \) and the shape parameter \( f_2 = [s_1, \ldots, s_i] \) of the AAM, the wrinkle features \( f_3 = [w_1, \ldots, w_m] \) and the skin features \( f_4 = [t_1, \ldots, t_n] \) are extracted in the feature extraction step. Normalization is performed in the feature normalization step, each feature is normalized by the z-score normalization as

\[
f_i^\prime = \frac{f_i - \mu_i}{\sigma_i}, \quad i = 1, 2, 3, 4
\]

where \( f_i \) is the \( i \)th feature vector, \( \mu_i \) and \( \sigma_i \) are the mean and the standard deviation of the \( i \)th feature, respectively. \( f_i^\prime \) is the normalized \( i \)th feature vector and \( i \) is a feature index. The fused feature is created by concatenating the normalized features as

\[
f_{\text{new}} = [f_1^\prime; f_2^\prime; f_3^\prime; f_4^\prime] = \begin{bmatrix} a_1, \ldots, a_k \mid s_1, \ldots, s_i \mid w_1, \ldots, w_m \mid t_1, \ldots, t_n \end{bmatrix}
\]  

where \( f_{\text{new}} \) is the combined features. Concatenation results in an increase in the dimension of the feature, and leads to severe requirements for computation time and storage [47]. Therefore, the feature dimension is then reduced by the PCA as

\[
f_{\text{PCA}} = [f_1^\prime; \ldots; f_p^\prime], \quad p < k + l + m + n
\]

where \( p \) is the reduced dimension of the concatenated feature. Finally, \( f_{\text{PCA}} \) is used to estimate the age of the facial images.

The dimensions of \( f_{\text{PCA}} \) (e.g. \( p \)) in Eq. (11) were decided experimentally based on the resulting performance of the age estimation for each database. The performance of the age estimation is measured by increasing the PCA dimension, and the dimension with the best performance is then selected. The selected dimensions for the \( f_{\text{PCA}} \) are shown in Table 3. In the case of the FG-Net aging database, the noise caused by scanning the pictures and the various resolutions of the images are an obstacle to the analysis of the skin features. Consequently, the skin features are excluded in the FG-Net aging database. Because there are numerous irrelevant features and a great deal of noise in facial images, small dimensions are obtained by the PCA in the FG-Net database, where much noise is caused scanning the pictures with large variations in lighting, expression, background, pose, resolution, etc.

3.6. Hierarchical age estimation

The distribution of age features differs according to the age group. For example, facial wrinkles are usually created in adulthood, while geometric features change while growing up. If facial features are trained in the whole age range by a single estimator, this characteristic is not taken into account when estimating an accurate age. For this reason, a hierarchical age estimation method is proposed in the previous works to improve its performance in comparison to the single-level age estimation [2,4,5]. However, the hierarchical age estimation method using an age group estimator with a hard boundary that does not include overlapping classes has a problem, in that an error in the age group classification step is propagated to the specific age estimation step. For instance, if the face image of 15 year old is misclassified into the age 20–39 class, during the age group classification step, using an age group estimator with a hard boundary that does not include overlapping classes, the estimation error will be potentially larger than in a single-level age estimation. It is quite probable that the boundary data of a class be misclassified. That is, the face data of 15 year old is more likely to be misclassified into the age 20–39 class than that of 15 year old. To reduce such a classification error, a new hierarchical age estimation method, using overlapped classes between two adjoining classes, is proposed in this paper. It is composed of an age group classification step using a support vector machine (SVM) and an age estimation step, using support vector regression (SVR). The process of the proposed method is shown in Fig. 17. The combined features of the global and local features, explained in the previous section, are used in the hierarchical age estimation. The input data is first classified into an age group class by the SVM. The detailed age is then estimated by the SVR in the selected age group class. In the age group classification step, each classifier is determined by which age range is to be estimated and is overlapped taking into consideration the false acceptance error (FAE) and the false rejection error (FRE) of each classifier. The overlapped age class is set around the boundary of the class in order to reduce the boundary classification error. By compensating for the classification error, the total performance of the age estimation is improved.

The overlapped class has a similar concept to soften boundaries as a fuzzy classifier. To determine the overlap for an age class, we use the decision value from the SVM. The SVM is defined by [36]

\[
f(X) = \text{sign}\left( \sum_{i=1}^{k} \alpha_i y_i K(s_i, x) + b \right)
\]

where \( k \) is the data number, \( y_i \in \{-1, 1\} \) is the class labels of the training data, \( \alpha_i \) is the Lagrange multiplier and \( b \) is a bias. \( K(s_i, x) \) is a kernel function which is used for the non-linear classification, \( s_i \) is the support vector and \( \sum_{i=1}^{k} \alpha_i y_i K(s_i, x) + b \) is the SVM decision value. If \( f(x) \) is positive, the input feature vector \( x \) is classified as class 1, whereas if \( f(x) \) is negative, the input feature vector \( x \) is classified as class 2. A conventional SVM uses just the decision value sign to classify, but the decision value can be used for additional classifiers. For instance, a fuzzy SVM using the decision value in a prediction process is proposed by Xie et al. [37]. An overlapped age class is decided based on two output distributions of the SVM classifier. For example, by using the training data of

![Fig. 13. Examples of the LBP codes for rotation invariant and uniform patterns when \( P = 8 \) and \( R = 1 \) from Fig. 11(b).](Image 51x571 to 285x630)

![Fig. 14. Texture characteristics of the LBP code when \( P = 8 \) and \( R = 1 \) from Fig. 11(b).](Image 75x666 to 531x735)
classes 1 ($o_1$) and 2 ($o_2$), the two output distributions of the SVM classifier are obtained as shown in Fig. 18. Inevitably, the two output distributions have an overlapped area, as shown in Fig. 18(a). In the case of a classification without an overlapped class, the classification error occurring in the FRE of class 1 (or the FAE of class 2) and the FAE of class 1 (or the FRE of class 2) is represented by a diagonal pattern in Fig. 18(a). In order to reduce this classification error, the overlapped class of classes 1 and 2 is set based on the threshold position (e.g. $th^+$ and $th^-$) in the overlapped region of the two output distributions of the SVM classifier, as shown in Fig. 18(b). If the threshold position (e.g. $th^+$ and $th^-$) of the SVM decision value is decided in training, the data, most likely to be misclassified, can be predicted using the threshold position in the test. By processing the misclassified data through the overlapped class as distinguished from other data, the classification error is reduced as represented by the diagonal pattern in Fig. 18(b). The threshold value (e.g. $th^+$ and $th^-$) used to decide the overlapped class is defined as $\mu \pm \alpha$, where $\mu$ is the mean of the SVM decision value of the misclassified data in class 1 (e.g. FAE class 1) and class 2 (e.g. FRE class 1), $\alpha$ is an additional value. To find the optimal threshold value, the additional value $\alpha$ was selected in a range $-0.1$ to $0.1$ through experimentation.

The experimental results of the classification using training data for the FG-Net database are shown in Fig. 19. The training data are classified into two classes based on a 15 year old, using the SVM. The SVM decision value of each data point is shown in Fig. 19(a), and the data distribution according to the SVM value is shown in Fig. 19(b). In Fig. 19(a), the misclassified data is represented by a filled marker. From the misclassified data, the overlapped range of the data distribution appears in Fig. 19(b) to be similar to Fig. 18(a). Therefore, the classification error of the practical data can be reduced by an overlapped age class such as that found in Fig. 18(b).

In this paper, we use seven classes, including four age group classes and three overlapped classes, as shown in Fig. 17. The age criterion for the classification is selected experimentally at each database, because it is affected by age distribution. In each age class (e.g. classes 1–7) and each overlapped age class (e.g. the overlapped age region of classes 1 and 2, 2 and 3 and 3 and 4), the age estimator based on the SVR is applied and the specific age is estimated.

4. Experiments

4.1. Databases

Three databases are used to evaluate the performance of the proposed method: the BERC database, the PAL aging database and the FG-Net aging database. The BERC database was collected by Biometrics Engineering Research Center (BERC) [38] in order to estimate the ages of Koreans. The database contains 390 people’s images in the age range 3–83 years old. The facial images were obtained using a digital camera (NIKON coolpix P5000) with a very

Fig. 15. Analysis of skin texture using LBP histogram: (a) skin texture of 10 year old, (b) skin texture of 76 year old, (c) normalized histogram of LBP codes of skin texture of 10 and 76 years old, where $P=8$, $R=1$, (d) normalized histogram of LBP code 4 according to age, where $P=8$, $R=1$ and (e) normalized histogram of LBP code 8 according to age, where $P=8$, $R=1$. 

1272
Fig. 15. (Continued)

Fig. 16. Block diagram of our feature level fusion.
In our experiments, we scaled down the images to 1600 × 1200 pixels in order to reduce the processing time. All of the images have no variance in light and expression. The subjects, with respect to gender and age, are uniformly distributed as shown in Fig. 23(a). Therefore, the database is believed to be better suited for analysis of the estimation performance than the others. Sample images from the BERC database are shown in Fig. 20.

The PAL aging database contains 430 Caucasians with age range 18–93 years old [39]. The images in the database were captured using a digital camera with fixed light and position conditions. The resolution of the images is 640 × 480 pixels. The database includes various expressions such as smiling, sadness, anger, or neutral faces. In the experiments, we used only neutral faces in order to exclude the facial expression effect. Sample images used in our experiments are shown in Fig. 21.

The FG-Net aging database is the most frequently used database for estimating age in the previous works, as it is a publicly available database. The database has 1002 images composed of 82 Europeans in the age range 0–69 years old. Individuals in the database have one or more images included at different ages. Images were obtained by scanning, unlike the other databases. Therefore, there are extreme variations in lighting, expression, background, pose, resolution and noise from scanning. Sample images of the FG-Net aging database are shown in Fig. 22. Each facial image has 68 labeled facial feature points used for the shape features [40].

The data distributions of each database according to age are shown in Fig. 23.

### 4.2. Experimental setup

With the BERC and PAL aging databases, five-folds cross validations are performed to evaluate the performance of age estimation, as was done in [3]. The age and gender are evenly distributed for each fold. With the FG-Net aging database, Leave-One-Person-Out (LOPO) is performed as it contains a number of images of the same person. The LOPO is used mainly to prevent the same person from being included in both the training and the test data set [11–14]. Finally, 82-folds are used on the FG-Net aging database. For facial feature extraction, manually obtained facial feature points were used. Manually obtained points were used, because we concentrated on problems of extracting facial feature and age estimation without the effects of AAM fitting errors. Also, the FG-Net database, the most frequently used public database for age estimation, provides 68 facial feature points with images. Therefore, manually obtained facial points are used for age estimation in many previous works [11–14]. Additionally, experiments for comparison of using manually and automatically obtained facial points were shown in Section 4.3.4.

The optimal parameters of the SVR, SVM and threshold value of the overlapped age range were selected experimentally from the training set. In the hierarchical age estimation, the SVM is used as the classifier in the age group classification step. A conventional SVM is designed for two-class problems by selecting the optimal linear decision hyper-plane [41]. To extend this to non-linear

### Table 3 Features dimension for each database.

<table>
<thead>
<tr>
<th>Database</th>
<th>f₁ (appearance)</th>
<th>f₂ (shape)</th>
<th>f₃ (wrinkle)</th>
<th>f₄ (skin)</th>
<th>f₅ (global+local)</th>
<th>f₆ (global+local with PCA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERC DB</td>
<td>166</td>
<td>32</td>
<td>232</td>
<td>60</td>
<td>490</td>
<td>483</td>
</tr>
<tr>
<td>PAL DB</td>
<td>133</td>
<td>37</td>
<td>232</td>
<td>60</td>
<td>462</td>
<td>319</td>
</tr>
<tr>
<td>FG-Net DB</td>
<td>89</td>
<td>28</td>
<td>232</td>
<td>0</td>
<td>349</td>
<td>260</td>
</tr>
</tbody>
</table>

Fig. 17. The proposed hierarchical age estimation method.

Fig. 18. A comparison of the classification errors with and without an overlapped class: (a) data distributions according to the SVM decision value (x) for both class 1 (ω₁) and class 2 (ω₂), without having an overlapped class and (b) data distributions according to the SVM decision value (x) for both class 1 (ω₁) and class 2 (ω₂) with an overlapped class.
surfaces, kernel function $K(s, x)$ is used. In this paper, the radial basis function (RBF) kernel was used, as shown in Eq. (13) [36]

$$K(x, y) = e^{-||x-y||^2/2s^2}$$  \hspace{1cm} (13)

To estimate an accurate age, the regression method is used. The relationship between an age and a facial feature vector ($b$) is defined by an aging function as

$$\text{age} = f(b)$$  \hspace{1cm} (14)

where $b$ is the facial feature vector, $f$ is the aging function and $\text{age}$ is the estimated age. In this research, we used the Support Vector Regression (SVR) [42]. The SVR is a version of an SVM for regression problems used to estimate real-valued functions [36]. The main

Fig. 19. The distribution of the training data according to the SVM decision value from the FG-Net database: (a) the SVM decision value of the images sorted by age and (b) the data distribution according to the SVM decision value.

Fig. 20. Sample images from the BERC database.
The goal of the SVR is to find a function \( f(b) \) that has at most \( \varepsilon \) deviation from the actually obtained target label (age) for all training data, and is as flat as possible simultaneously \[44\]. As in the SVM, the RBF kernel function was used in the SVR for the nonlinear regression. In the training of the SVM and the SVR, the regularization parameter \( C \) and the kernel parameter \( \sigma \) are determined with a training set, experimentally. The mean absolute error (MAE) and the cumulative score (CS) are used to evaluate performance, which have been commonly used in the previous works \[11–14\]. The MAE is defined as the mean of the absolute difference between the estimated age and the ground-truth age as

\[
\text{MAE} = \frac{1}{N} \sum_{k=1}^{N} |\hat{a}_k - a_k|/N
\]

where \( N \) is the number of the test data, \( \hat{a}_k \) is the estimated age of the test image \( k \) and \( a_k \) is the ground-truth age of the test image \( k \). The cumulative score (CS) is defined as the ratio of the number of data whose errors are lower than a threshold value to the total number of data. It is expressed by

\[
\text{CS}(\text{th}) = \frac{N_{e < \text{th}}}{N} \times 100\%
\]

where \( N_{e < \text{th}} \) is the number of data whose estimation error \( e \) is lower than threshold \( \text{th} \), \( N \) is the number of total data.

4.3. Experimental results

In this subsection, we show the results of the performance evaluation on the proposed age estimation method in terms of the MAE and CS using the BERC database, the PAL aging database and the FG-Net aging database.

4.3.1. Performance evaluation when using the proposed local features

As was mentioned in Section 3.3, the wrinkle features are extracted by Gabor filter sets selected using the predominant orientation of the wrinkles. In order to analyze the effects of the number of the Gabor filters, the performances of the wrinkle features extracted by different Gabor filter sets were compared. Two Gabor filter sets with 4 scales, 6 orientations and 5 scales, 8 orientations were used in this experiment as shown in Fig. 24. Table 4 shows the performance of the wrinkle feature according to different scales and orientations of Gabor filter sets. As a result, the performances of wrinkle features of two cases of Gabor filters were
The skin features are extracted by an LBP as mentioned in Section 3.4. The multi-resolution analysis is possible using various values of the number of the neighboring pixels \( P \) and \( R \) from the center to the neighboring pixels \( R \) in an LBP as shown in Fig. 11(b). The mean and variance of the neighboring pixels cause the increase of the dimension of features, and the calculation of Eq. (8) is more required. As a result, the complexity of the process increases. However, the overall performance is not necessarily significantly affected by the increase of the number of neighboring pixels [43]. Therefore, we used eight neighboring pixels \( P \) with various distances from the center to the neighboring pixels \( R \).

In this paper, the optimal \( P \) and \( R \) are obtained by experiments such as that in [42]. In order to select the optimal values of \( P \) and \( R \), the combinations of \( P=8, R=8 \), \( P=8, R=2 \) and \( P=8, R=3 \) were used to extract skin features. Table 5 shows the performance of skin feature with various combinations of \( P \) and \( R \) in an LBP for multi-resolution in the BERC database. As a result, we used the varying values of \( P=8, R=1 \) and \( P=8, R=3 \) which gives better performance than other combinations.

To evaluate the performance on the proposed wrinkle and skin features, experiments were performed to compare the proposed method with a previous method. In the previous works, the wrinkle features were usually extracted by analysis of the edges in the images. In this experiment, the Sobel filter is selected as the wrinkle features extractor for the previous methods and is usually used for analysis of facial wrinkles [6–9]. The mean and variance of the Sobel filtered images are used for the wrinkle features, as found in [7]. In both the proposed method and previous methods, nine wrinkle areas are used, as shown in Fig. 8. The age is estimated with the SVR using only the wrinkle feature extracted by each method. The experimental results are shown in the first and second columns of Table 6. It shows that our proposed method for extracting wrinkle features offers a better performance than previous works using the Sobel filter on all three databases. The MAE of the proposed method improved by about 23.35% on the BERC database, 30.84% on the PAL aging database and 4.83% on the FG-Net aging database as compared to those using the Sobel filter [7]. The Sobel filter analyzes only the strength of the wrinkles, but the proposed method analyzes both the strength and orientation of the wrinkles. By using the orientation of the wrinkles, the proposed method gives a better performance in age estimation.

The age estimation performance on the proposed skin features was compared with the previous works. In the previous works, the skin features were usually extracted by analyzing high frequency components in the facial images. One of them, the statistics using the difference of the average filtered image was used in [7]. The method to extract skin features in [7] is summarized as follows. The original image is smoothed by a 5 × 5 pixel average filter, and a difference image between the original and the smoothed images is created. In the difference image, the blotches on the facial skin remained. The mean and variance of the pixel values in the difference image containing blotches are used for the skin features. In this experiment, we compared the proposed LBP method with the statistics of blotches in the difference images as the skin feature extractor. The experimental results are shown in the third and fourth columns of Table 6. In the case of the FG-Net aging database, the noise caused by scanning the pictures and the various resolutions of the images are an obstacle to the analysis of the skin features, therefore resulting in its having been excluded.

The results show that the proposed LBP method is superior to the previous method [7] on the BERC and PAL aging databases. The MAE of the proposed method is improved by about 52.03% on the BERC database and 22.12% on the PAL aging database as compared to those using the difference image. The skin features extracted by the LBP include detailed texture features, such as the edge, line end and flat areas. Therefore, they are more discriminative features to represent texture than the statistics of the difference image between the smoothed and the original images of [7].

Additionally, the performances of skin feature are compared in various image resolutions for analysis of the influence of resolution. For experiments, we used the BERC database which has the highest resolution, because it is able to resize to various resolutions. As a result of these experiments, the skin feature extracted by an LBP is influenced by image resolution, as shown in Fig. 25. Nevertheless,
the skin feature extracted by an LBP is superior to the previous methods using a difference image [7] in all the cases of image resolutions.

4.3.2. Performance evaluation when using the proposed hierarchical age estimation

In this research, the new hierarchical age estimation method which considers the overlapped age class, shown in Fig. 17, was proposed. To measure the performance of the proposed method, three methods for age estimation were compared in this experiment. These are the single-level age estimation [3], the hierarchical age estimation without the overlapped age class [2,4,5], and the hierarchical age estimation with the overlapped age class. The combined features of the AAM, wrinkle and skin features were used in this experiment. The results of the experiments are shown in Table 7. When the hierarchical age estimation without the overlapped age class was used, the performance was improved as compared to that of the single-level age estimation. The reason for the improvement is that the effective features for age estimation are different in each age range. By the proposed method using hierarchical age estimation with overlapped age classes, the performance was even more improved due to the compensation for the classification error of the boundary data by the overlapped age classes. The MAE is improved by about 2.14% on the BERC database, 4.19% in the PAL aging database and 6.93% on the FG-Net aging database as compared to those of the hierarchical age estimation without the overlapped age classes.

The cumulative scores for the comparison of the proposed hierarchical age estimation method (with the overlapped age classes) and the previous hierarchical age estimation (without the overlapped age classes) on each database at the error level from 0 to 15 (years old) are shown in Fig. 26. The cumulative score moved up an average of 0.3846 on the BERC database, 1.0514 on the PAL aging database and 1.5032 on the FG-Net aging database using the proposed hierarchical age estimation compared to the previous method. In the FG-Net aging database, many data is concentrated under the age of 20, with over 70% of the data as shown in Fig. 23(c). The proposed hierarchical age estimation is more helpful for non-uniform distributed databases than uniform databases. As shown in Eq. (16), the higher the cumulative score becomes, the accuracy of the age estimation also becomes higher. From Table 7 and Fig. 26, the age estimation performance is improved by the proposed hierarchical age estimation in both the MAE and the CS sense.

4.3.3. Comparison of using only the global features to the combined global and local features

As previously described, the AAM features do not include detailed information about wrinkles or skin. In order to...
complement the AAM features, the wrinkle and skin local features can be combined with the AAM parameters [3,21]. In this experiment, the performance using only the global features was compared to the combined global and local features, using the proposed hierarchical age estimation methods. For the global features, the appearance and shape parameters of the AAM were used. Table 8 shows the experimental results. The MAE is improved by about 14.31% on the BERC database, 4.68% on the PAL aging database and 4.67% on the FG-Net aging database, as compared to those using only the global features. Because the resolution of the images is very important for the representation of the local facial features, the performance of age estimation is most improved on the BERC database, which uses high resolution images, when combining the global and local features.

Also, the cumulative score moved up on an average of 3.3814 on the BERC database, 0.5403 on the PAL aging database and 0.8982 on the FG-Net aging database by combining with the proposed local features, as shown in Fig. 27. As a result, the combined global and local features improve the performance of the age estimation.

### 4.3.4. Comparison of using manually and automatically obtained facial points

In order to properly analyze the effects of an AAM fitting error, the performance was compared using manually and automatically obtained facial points. The hybrid features and proposed hierarchical age estimation methods were used for this experiment, and the experimental results shown in Table 9. As this table shows, the age estimation errors when facial feature points are automatically detected by an AAM increase marginally compared to those with the manually detected points, allowing confirmation that the proposed method can work with an automatic feature extraction by an AAM.

### 4.3.5. Comparisons of the proposed method to the previous works

In this experiment, the performance of the proposed method is compared with the previous works, in which the performances are reported on the FG-Net aging database, using the AAM features and the LOPO method. As with the previous works, facial feature points provided in the FG-Net aging database were used to extract aging features. The Weighted Appearance Specific (WAS) is a method using the aging function learned by the weighted sum of the known aging functions [20]. The aging pattern subspace method (AGES) is a subspace representation of a sequence of individual aging face images [11]. The regression with uncertain nonnegative labels (RUN) is a regression method using an age uncertainty [12]. The local adjustment of the regression results (LARR) and the probabilistic fusion approach (PFA) are complementary methods for the regression error proposed in [13,14]. The method of design sparse features, which combines global and local features [3], is compared to evaluate the performance of combining the global and local features.

The MAEs of the previous methods and the proposed method are tabulated in Table 10. Our method has an MAE of 4.6577, which is lower than all the previous methods listed in Table 10. Our method is superior to the methods, using only AAM features (WAS [11], AGES [11], RUN [12], LARR [13], PFA [14]) or uses a hybrid feature

### Table 8
Comparison of using only the global features to the combined global and local features in terms of the MAE/standard deviation of error (unit: years old).

<table>
<thead>
<tr>
<th>Database</th>
<th>Global features</th>
<th>Global+local features</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERC DB</td>
<td>5.4641/5.4208</td>
<td>4.6821/4.0519</td>
</tr>
<tr>
<td>PAL DB</td>
<td>4.5397/4.9286</td>
<td>4.3271/4.1664</td>
</tr>
<tr>
<td>FG-Net DB</td>
<td>4.8862/6.0528</td>
<td>4.6577/5.7274</td>
</tr>
</tbody>
</table>

Fig. 26. Cumulative scores comparing the proposed hierarchical age estimation method (without the overlapped age class) and the previous hierarchical age estimation (with the overlapped age class): (a) BERC database, (b) PAL aging database and (c) FG-Net aging database.
This result shows that the proposed method improves the performance of the age estimation better than the previous works.

5. Conclusions and future works

In this paper, we proposed an age estimation method combining hybrid features and a hierarchical classifier. In addition, feature extraction methods for wrinkles and skin, as well as a new hierarchical age estimation method, are proposed. The wrinkle features are extracted by a region specific Gabor filter set and the skin features are extracted, using the LBP method. The hierarchical age estimation is designed to overlap the age classes in order to reduce classification errors of the boundary data. The experimental results showed that the local features extracted by the proposed methods provide a better performance than the previous methods. We also improved the performance by using the proposed hierarchical method.

Also, we were able to ascertain that the facial local features such as wrinkles and skin are affected more by image conditions as opposed to the global features. And, as the skin texture in images from the FG-Net aging database does not have enough aging information, we only used the wrinkle feature in the FG-Net aging database. In the future, we will conduct research into extracting the local features under various conditions, such as expression, light, gender, etc.
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